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Taxonomy of evaluation approaches
10 What is IIR?
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Fig. 2.1 Research continuum for conceptualizing IIR research.

search experiences and behaviors, and their interactions with systems.

This type of study differs from a pure system-centered study because

researchers recruit users to make assessments and build new infras-

tructure, rather than relying on the TREC infrastructure. This is often

done because researchers are working on new problems or tasks that

have not been addressed by TREC. For example, Teevan et al. [269]

studied relevance feedback and personalization; this required the col-

lection of queries, documents, and relevance assessments from users.

Although it is possible to study the interaction between the user and

the information need, or the user and documents, this is usually not

the focus of this type of study.

Intent and purpose of the research are important in determining

where a study belongs along the continuum. Consider a study where a

system evaluation with users has been conducted but the researchers

are primarily interested in demonstrating the goodness of the system,

rather than understanding the user-system IR interaction; the user

study is, in effect, an ancillary task rather than a central focus. In many

ways, these types of studies undermine efforts to create a more solid

foundation for IIR studies, since users are essentially treated as black

boxes. Although it is not claimed that all IR studies should focus on

users, an explicit mention of the focus of the study should be made so

that readers can better distinguish between findings about IR systems,

findings about interactive IR and findings about users. There is also

Diane Kelly, “Methods for Evaluating Interactive Information Retrieval Systems with Users”
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What components should a test collection comprise?

Picture taken from http://nationwidepathology.co.uk
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What components should a test collection comprise?

Test documents
Test queries
Ground truth
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Test documents

Use a document collection
that is representative for the application
in terms of the number, size, and type.
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Test queries

Where can we get test queries?
Query log
Example queries from potential users

How many queries should we get?
The more the better
At least 50
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Ground truth
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Relevance judgements

Where can we get relevance judgements?
Users
Independent judges
Crowdsourcing

How many relevance judgements should we get?
The more the better
More judged queries, fewer judgements per query
Multiple judges

Graded relevance
4 – perfect
3 – excellent
2 – good
1 – fair
0 – bad
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Pooling

Impossible to obtain judgments for all documents
Depth-k pooling

1 consider multiple search systems (by participants)
2 consider top-k results from each system
3 remove duplicates
4 present documents to judges in a random order

Produces a large number of judgments for each query
Still incomplete
Other methods

Automatic evaluation
Minimum test collection
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Multiple assessors

Inter-assessor agreement, Cohen’s kappa coefficient

κ =
P(A)− P(E )

1− P(E )

Expected chance agreement P(E )
Values

> 0.8 – high
0.67− 0.8 – acceptable
< 0.67 – low

For more than two assessors, average pair-wise coefficients
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Components of test collections
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Evaluation campaigns

Text REtrieval Conference (TREC)
US National Institute of Standard and Technology (NIST)
http://trec.nist.gov

Cross-Language Education and Function (CLEF)
Mainly European
http://www.clef-campaign.org

NII Test Collections for IR (NTCIR)
National Institute of Informatics of Japan (NII)
http://research.nii.ac.jp/ntcir/index-en.html

Российский семинар по Оценке Методов
Информационного Поиска (РОМИП)

Russian version of TREC
http://romip.ru
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Text REtrieval Conference (TREC)

http://trec.nist.gov
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TREC greatest hits

Track Dataset Year Documents Queries

Ad hoc track TREC 1–8 1994–1999 1,89 million 450
Web track WT10G 2000–2001 1,692,096 100

ClueWeb09 2009–2012 1,040,809,705 200
ClueWeb12 2013–2014 733,019,372 100

Terabyte track GOV2 2004–2006 25,205,179 150
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NIST assessors
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Precision and recall

Precision is the fraction of retrieved items that are relevant

Precision =
#(relevant items retrieved)

#(retrieved items)
= P(relevant | retrieved)

Recall is the fraction of relevant items that are retrieved

Recall =
#(relevant items retrieved)

#(relevant items)
= P(retrieved | relevant)

Manning et al., “Introduction to Information Retrieval”
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Precision and recall

Relevant Non-relevant

Retrieved true positives (TP) false positives (FP)
Not retrieved false negatives (FN) true negatives (TN)

P =
TP

TP + FP

R =
TP

TP + FN

Manning et al., “Introduction to Information Retrieval”
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Precision-recall curve

Manning et al., “Introduction to Information Retrieval”
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F-measure

F-measure

F =
1

α 1
P + (1− α) 1R

=
(β2 + 1)PR
β2P + R

,

where β2 = 1−α
α

F1-measure (α = 0.5, β2 = 1)

F1 =
2PR
P + R

Manning et al., “Introduction to Information Retrieval”
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Any problems with the metrics so far?

The ranking of items is not taken into account
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Precision and recall

Precision at rank k

P@k =
#(relevant items at k)

k

Recall at rank k

R@k =
#(relevant items at k)

#(relevant items)
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Other common metrics

Reciprocal rank

RR =
1

rank of first relevant item

Average precision (AP)

AP =

∑
d∈rel P@kd

#(relevant items)

Average over multiple queries
mean P@k
mean R@k
MRR
MAP
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Any problems with the metrics so far?

User search behavior is not taken into account
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User search behavior

6Google Confidential and Proprietary

Betrachtung einer Suchergebnisseite

• Im Betrachtungsfokus (in Form eines „F“- bzw. Dreieck) sind die Anzeigen in 
der Top Position und die oberen organischen Suchergebnisse

Picture taken from Google-Studie-Betrachtungsverlauf-einer-SERP.pdf
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Discounted cumulative gain (DCG)

Graded relevance Rk ∈ {0, 1, 2, 3, 4}
Cumulative gain

CG =
N∑

k=1

(2Rk − 1)

Gain is discounted by rank

D(k) =
1

log(k + 1)

Discounted cumulative gain

DCG =
N∑

k=1

2Rk − 1
log(k + 1)

Normalized DCG
NDCG =

DCG

DCGideal
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Rank-biased precision (RBP)

View next item with probability θ

Stop with probability 1− θ

Probability of looking at rank k

P(look at k) = θk−1

Average number of examined items

Avg. exam =
∞∑
k=1

k · P(look at k) · P(stop at k)

=
∞∑
k=1

k · θk−1 · (1− θ)

=
1

1− θ
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Rank-biased precision (RBP)

Utility at rank k

U@k = P(look at k) · Rk = θk−1 · Rk

Average utility of all results

RBP =

∑N
k=1 U@k

Avg. exam
= (1− θ) ·

N∑
k=1

θk−1 · Rk

θ is usually close to 1
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Expected reciprocal rank (ERR)

Reciprocal rank

RR =
1

rank of first relevant item

If an item is relevant (Rk) then stop

Otherwise (1− Rk), continue with probability θ

Probability of looking at rank k

P(look at k) =
k−1∏
i=1

(1− Ri ) · θ

Probability of reciprocal rank = k

P(RR =
1
k
) = Rk ·

k−1∏
i=1

(1− Ri ) · θ

Ilya Markov i.markov@uva.nl Information Retrieval 39
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Expected reciprocal rank (ERR)

Expected reciprocal rank

ERR =
N∑

k=1

1
k
· P(RR =

1
k
)

=
N∑

k=1

1
k
· θk−1 · Rk ·

k−1∏
i=1

(1− Ri )

θ is usually close to 1
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Evaluating other aspects of search

Intent-aware measures

M(q) =
∑
i

Mi (q)P(i | q)

Novelty and diversity: α-nDCG
Session-based evaluation
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Evaluating metrics

No established methodology
Metrics for metrics

Discriminative power
Intuitiveness/concordance

Correlation with online metrics and experiments
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Discriminative power

Table 3: Correlation between o✏ine metrics (using the TREC 2011 runs). Values higher than 0.9 are marked in boldface.

Precision2 DCG ERR uSDBN EBU rrDBN uDCM rrDCM uUBM

Precision 0.649 0.841 0.597 0.730 0.568 0.397 0.562 0.442 0.537
Precision2 – 0.785 0.663 0.780 0.675 0.526 0.693 0.551 0.681

DCG – – 0.740 0.857 0.711 0.530 0.704 0.592 0.685

ERR – – – 0.807 0.919 0.754 0.902 0.826 0.888
uSDBN – – – – 0.792 0.585 0.794 0.638 0.754
EBU – – – – – 0.788 0.970 0.822 0.930

rrDBN – – – – – – 0.786 0.917 0.807
uDCM – – – – – – – 0.813 0.947
rrDCM – – – – – – – – 0.841

Table 4: Discriminative power of di↵erent metrics according
to the bootstrap test (confidence level 95%).

Metric Discriminative Power

Precision 50.1 %
Precision2 30.8 %
DCG 48.6 %

ERR 39.3 %
uSDBN 51.1 %
EBU 35.1 %
rrDBN 21.1 %
uDCM 34.7 %
rrDCM 26.0 %
uUBM 33.3 %

uDCM, respectively. This is probably due to the fact that
“position discount” for the e↵ort-based metrics goes to zero
faster than for the utility-based metrics and hence they are
less sensitive to changes in the bottom of the ranked list.

5. CONCLUSION AND FUTURE WORK
In this paper we proposed a framework of click model-

based metrics to build an o✏ine evaluation measure on top of
any click model. Answering the research questions outlined
in the introduction we can say that

‚ Click model-based metrics generally di↵er from tradi-
tional o✏ine metrics, while they are quite similar to each
other. Moreover, utility-based metrics are significantly
di↵erent from e↵ort-based metrics in terms of system
ranking.

‚ All click model-based metrics generally show high agree-
ment with the outcomes of online interleaving experi-
ments and relatively high agreement with absolute click
measures. However, correlation with absolute metrics
is low for all o✏ine metrics (both traditional and click
model-based) compared to the correlation with interleav-
ing outcomes.

‚ Unjudged documents may decrease correlation with in-
terleaving outcomes but by using thresholds we can over-
come this issue for click model-based metrics.

‚ Condensation and thresholding of o✏ine metrics are ef-
fective ways of stabilizing correlations with interleaving
outcomes in the presence of unjudged documents.

One natural extension of our framework of click model-based

metrics can be adding more signals from the assessors. For
example, we can ask assessors to judge not only documents,
but their snippets as well (a practice already in place at
commercial search engines). By using this we can drop the
assumption that snippet attractiveness is a function of doc-
ument relevance as was assumed by the click model-based
metrics. While attractiveness is highly correlated with doc-
ument relevance [37], it is essential to use real attractiveness
judgements when we need to evaluate a snippet algorithm,
not only ranking. It might be interesting to incorporate
attractiveness judgements into metrics and re-evaluate our
click model-based metrics using proposed modifications.

Another interesting direction is the area of good abandon-
ments. Li et al. [29] report that some snippets might be
good enough to answer the user query directly on a search
engine result page. As was shown in [13], one can ask human
judges to indicate whether a snippet contains an answer to
the user query (fully or partially). That task appeared to
be relatively easy for assessors. Given such judgements, one
can modify any evaluation metric by adding additional gain
from the snippets that contain an answer to the user’s infor-
mation need. To convert this into a metric, we assign some
gain to the documents that were clicked (Ck “ 1) and some
gain to the documents that were only examined, but did not
attract the user (Ei “ 1, Ak “ 0).

Adapting click models for the unjudged/unknown docu-
ments is also an interesting direction. For example, we could
modify a click model by adding probability of a document
being skipped because it is unjudged. This question requires
further investigation and we leave it as future work.

In our work we argued that o✏ine metrics should be better
correlated with interleaving outcomes. However, we might
want to have a metric that correlates with user satisfaction.
Some steps towards this problem have been taken in early
work by Hu↵man and Hochster [25] where user studies were
performed to analyse the meaning of editorial relevance for
real users. It would be interesting to perform a study of this
type to compare o✏ine metrics.
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Correlation with online metrics

A configuration is a tuple that consists of a query and ten
URLs of the top ranked documents presented to a user. For
each configuration in our dataset we computed the values
of absolute online and o✏ine metrics. The vectors of these
metric values are then used to compute Pearson correla-
tion (unweighted). For our dataset we used clicks collected
during a three-month period in 2012. Because we used a
long period and hence had a su�cient amount of data, we
were able to collect 12,155 configurations (corresponding to
411 unique queries) where all ten documents have relevance
judgements.

The results are summarized in Table 2. A similar com-
parison was previously done by Chapelle et al. [10] for ERR
and traditional o✏ine metrics. The numbers they obtained
are similar to ours. From the table we conclude that click
model-based metrics show relatively high correlation scores
while traditional o✏ine metrics like DCG or Precision gen-
erally have lower correlations, which agrees with the results
of the previous section. Using the bootstrap test (95% sig-
nificance level, 1000 bootstrap samples) we confirmed that
all the click model-based metrics show significantly higher
correlation with all the online metrics than any of the tra-
ditional o✏ine metrics.

As to the online metrics, we can see that the reciprocal
rank family (MaxRR, MinRR, MeanRR) appears to be bet-
ter correlated with the e↵ort-based metrics (ERR, rrDBN,
rrDCM), because the e↵ort function used by these metrics
is the reciprocal rank 1

k
(see Equation 2). The same holds

for PLC as it uses reciprocal rank of the lowest click that
could be viewed as “satisfaction position” used by an e↵ort-
based metric. The di↵erences between ERR and uSDBN,
rrDBN and EBU, rrDCM and uDCM are statistically sig-
nificant (using the same bootstrap test). Conversely, for the
UCTR metric all the utility-based metrics show significantly
higher correlation than corresponding e↵ort-based metrics.

We also compared newly introduced click model-based
metrics with older metrics: ERR (e↵ort-based) and EBU
(utility-based). The result of the comparison is marked
as superscripts in the Table 2: the first superscript corre-
sponds to ERR, the second one corresponds to EBU. The
first (second) ú means that the metric is statistically sig-
nificantly higher than ERR (EBU), ù — significantly lower,
“´” — no statistical di↵erence can be found (95% signifi-

Table 2: Pearson correlation between o✏ine and absolute
online metrics. Superscripts represent statistically signifi-
cant di↵erence from ERR and EBU.

-RR

Max- Min- Mean- UCTR PLC

Precision ´0.117 ´0.163 ´0.155 0.042 ´0.027
Precision2 0.026 0.093 0.075 0.092 0.094
DCG 0.178 0.243 0.237 0.163 0.245

ERR 0.378 0.471 0.469 0.199 0.399
EBU 0.374 0.467 0.464 0.198 0.397
rrDBN 0.384úú 0.475úú 0.473úú 0.194ùù 0.399´ú

rrDCM 0.387úú 0.478úú 0.476úú 0.194ùù 0.400´ú

uSDBN 0.322ùù 0.412ùù 0.407ùù 0.206úú 0.370ùù

uDCM 0.374ùù 0.466ùù 0.463ùù 0.198´´ 0.396ùù

uUBM 0.377´ú 0.469ùú 0.467ùú 0.198´´ 0.398´ú

cance level, bootstrap test). As we see, in most cases our
new click metrics appear to be significantly better than the
previously known ERR and EBU metrics, expect for UCTR
measure, which does not account for clicks (rather for their
absence) and hence obviously lacks the source of correlation
with click-model based metrics. According to other metrics,
rrDBN and rrDCM are better than ERR in 3 of 4 cases and
better than EBU in all 4 cases, while uUBM is better than
EBU in 4 of 4 cases.

In general, all the absolute click metrics are poorly corre-
lated with o✏ine metrics—the correlation values are much
lower than correlation with interleaving outcomes. As was
shown by Radlinski et al. [32], absolute click metrics are
worse at capturing user satisfaction than interleaving. That
is why we propose to use the results of Section 4.1 as the
main way to compare o✏ine metrics with user behavior.

4.3 Correlation Between Offline Metrics
In order to compare o✏ine metrics to each other in terms

of ranking IR systems we used data from the TREC 2011
Web Track [16]. Participants of the TREC competition were
o↵ered a set of queries (“topics” in TREC parlance) and a
set of documents for each query to rank. Each document
was judged using a 4-grade scale.5 For each metric we can
build a list of system runs6 ordered by the metric value aver-
aged over queries. We then compute Kendall tau correlation
scores between these ordered lists; they are summarized in
Table 3. As was shown by Voorhees [38], metrics with cor-
relation scores around 0.9 can be treated as very similar
because this is the level of correlation one achieves when
using the same metric but di↵erent judges. This level of
correlation to distinguish equivalent metrics was also used
in subsequent papers, for example [5, 7, 35, 37].

In Table 3 such metric pairs are marked in boldface. We
see that all click model-based metrics are highly correlated
within their group, utility-based or e↵ort-based, while corre-
lations of the two metrics based on the same model (uSDBN
and ERR, EBU and rrDBN, uDCM and rrDCM) are lower.

4.4 Discriminative Power
Another measure frequently used for comparing metrics

is the discriminative power by Sakai [33]. This measure
is a bit controversial, because high values of discriminative
power do not imply a good metric. Nevertheless, extremely
low values of discriminative power can serve as an indica-
tion of a metric’s poor ability to distinguish di↵erent rank-
ings. As was shown in previous work (e.g., [15, 36]) dis-
criminative power is highly consistent with respect to sta-
tistical test choice. Given this fact we focus on a bootstrap
test as it makes fewer assumptions about the underlying
distribution. Results based on the same TREC 2011 Web
Track data as used in the previous section are summarized
in Table 4. As expected, highly correlated metric pairs (e.g.,
(rrDBN, rrDCM) and (EBU, uDCM)) have similar discrim-
inative power.

Another observation to be made is that the e↵ort-based
metrics ERR, rrDBN and rrDCM have a lower discrimina-
tive power than the utility-based metrics uSDBN, EBU and

5Initially, a 5-grade scale was listed on a TREC 2011 de-
scription page, but in the end a 4-grade scale was used for
evaluation. As in the trec_eval evaluation tool we do not
distinguish between Irrelevant and Spam documents.
6In total we have 62 runs submitted by 16 teams.

A. Chuklin et al. “Click model-based information retrieval metrics”
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Offline evaluation summary

Test collection
Test documents
Test queries
Ground truth

Metrics
Unranked
Ranked
User-oriented
Evaluating metrics
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What are the advantages of offline evaluation?

If we have a test collection then. . .
Cheap
Fast
Reusable

Ilya Markov i.markov@uva.nl Information Retrieval 49



Test collections Metrics Summary

What are the disadvantages of offline evaluation?

Creating a test collection is expensive
Actual users are not considered
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Materials

Croft et al., Chapter 8
Manning et al., Chapter 8
Evangelos Kanoulas
A Short Survey on Online and Offline Methods for
Search Quality Evaluation
Proceedings of RuSSIR, 2015
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Materials

DCG
Kalervo Järvelin, Jaana Kekäläinen
Cumulated gain-based evaluation of IR techniques
ACM Transactions on Information Systems, 2002

RBP
Alistair Moffat, Justin Zobel
Rank-biased precision for measurement of retrieval effectiveness
ACM Transactions on Information Systems , 2008

ERR
Olivier Chapelle, Donald Metlzer, Ya Zhang, Pierre Grinspan
Expected reciprocal rank for graded relevance
Proceedings of CIKM, 2009

Evaluation of metrics
Aleksandr Chuklin, Pavel Serdyukov, Maarten de Rijke
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