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2 Link-based (web search)

3 Learning to rank
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Machine learning

Traditional ML solves a prediction problem (classification or
regression) on a single instance at a time.

Input {xi}ni=1

Output {yi}ni=1

Learn a model h(x) that optimizes a loss function L(h(x), y)

For a new instance xnew predict the output y = h(xnew )
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Learning to rank

The aim of LTR is to come up with optimal ordering of items,
where the relative ordering among the items is more important

than the exact score that each item gets.

1.2 Learning to Rank 239

models are not categorized as “learning-to-rank” methods in this tuto-

rial. If one has interest in such work, please refer to [74, 85, 141], etc.

Discriminative training is an automatic learning process based on

the training data. This is also highly demanding for real search engines,

because everyday these search engines will receive a lot of user feedback

and usage logs indicating poor ranking for some queries or documents.

It is very important to automatically learn from feedback and con-

stantly improve the ranking mechanism.

Due to the aforementioned two characteristics, learning to rank has

been widely used in commercial search engines,13 and has also attracted

great attention from the academic research community.

Figure 1.1 shows the typical “learning-to-rank” flow. From the figure

we can see that since learning to rank is a kind of supervised learning,

a training set is needed. The creation of a training set is very similar to

Fig. 1.1 Learning-to-rank framework.

13 See http://blog.searchenginewatch.com/050622-082709,
http://blogs.msdn.com/msnsearch/archive/2005/06/21/431288.aspx,
and http://glinden.blogspot.com/2005/06/msn-search-and-learning-to-rank.html.

T.-Y. Liu, “Learning to Rank for Information Retrieval”
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Machine learning

Input {xi}ni=1

Output {yi}ni=1

Learn a model h(x) that optimizes a loss function L(h(x), y)

Examples

Linear model h(xi ) = wTxi =
∑l

k=1 wkxik
Quadratic loss function L(h(xi ), yi ) = ‖h(xi )− yi‖2

How to learn the model h(x), i.e., how to estimate its
parameters?

Ilya Markov i.markov@uva.nl Information Retrieval 8
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Learning the model h(x)

If there is a closed form solution for the parameters of h(x)
1 Compute the derivative of the loss function L with respect to

some parameter wk

2 Equate this derivative to zero: ∂L
∂wk

= 0
3 Find the optimal value of the parameter wk

If there is no closed form solution, use gradient descent
1 Compute or approximate the gradient of the loss function

∇L =
[
∂L
∂w1

, . . . , ∂L∂wl

]
using the current values of the

parameters
2 Update the model parameters by taking a small step in the

opposite direction of the gradient: w← w − η∇L

Ilya Markov i.markov@uva.nl Information Retrieval 9
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Learning to rank

1.2 Learning to Rank 239

models are not categorized as “learning-to-rank” methods in this tuto-

rial. If one has interest in such work, please refer to [74, 85, 141], etc.

Discriminative training is an automatic learning process based on

the training data. This is also highly demanding for real search engines,

because everyday these search engines will receive a lot of user feedback

and usage logs indicating poor ranking for some queries or documents.

It is very important to automatically learn from feedback and con-

stantly improve the ranking mechanism.

Due to the aforementioned two characteristics, learning to rank has

been widely used in commercial search engines,13 and has also attracted

great attention from the academic research community.

Figure 1.1 shows the typical “learning-to-rank” flow. From the figure

we can see that since learning to rank is a kind of supervised learning,

a training set is needed. The creation of a training set is very similar to

Fig. 1.1 Learning-to-rank framework.

13 See http://blog.searchenginewatch.com/050622-082709,
http://blogs.msdn.com/msnsearch/archive/2005/06/21/431288.aspx,
and http://glinden.blogspot.com/2005/06/msn-search-and-learning-to-rank.html.

T.-Y. Liu, “Learning to Rank for Information Retrieval”
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Query-document representation

Each query-document pair (q(n), xi ) is represented as a vector

of features x
(n)
i = [x

(n)
i1 , x

(n)
i2 , . . . , x

(n)
il ]

Features

Content-based
Link-based
User-based

Ilya Markov i.markov@uva.nl Information Retrieval 12
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Content-based features

290 Benchmarking Learning-to-Rank Algorithms

For the “Gov” corpus, 64 features were extracted for each query–

document pair, as shown in Table 6.2.

For the OHSUMED corpus, 40 features were extracted in total, as

shown in Table 6.3.

Table 6.2 Learning features of TREC.

ID Feature description

1 Term frequency (TF) of body

2 TF of anchor

3 TF of title

4 TF of URL

5 TF of whole document

6 Inverse document frequency (IDF) of body

7 IDF of anchor

8 IDF of title

9 IDF of URL

10 IDF of whole document

11 TF*IDF of body

12 TF*IDF of anchor

13 TF*IDF of title

14 TF*IDF of URL

15 TF*IDF of whole document

16 Document length (DL) of body

17 DL of anchor

18 DL of title

19 DL of URL

20 DL of whole document

21 BM25 of body

22 BM25 of anchor

23 BM25 of title

24 BM25 of URL

25 BM25 of whole document

26 LMIR.ABS of body

27 LMIR.ABS of anchor

28 LMIR.ABS of title

29 LMIR.ABS of URL

30 LMIR.ABS of whole document

31 LMIR.DIR of body

32 LMIR.DIR of anchor

33 LMIR.DIR of title

34 LMIR.DIR of URL

35 LMIR.DIR of whole document

36 LMIR.JM of body

37 LMIR.JM of anchor

38 LMIR.JM of title

39 LMIR.JM of URL

(Continued)

T.-Y. Liu, “Learning to Rank for Information Retrieval”
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Link-based features
6.1 The LETOR Collection 291

Table 6.2 (Continued)

ID Feature description

40 LMIR.JM of whole document
41 Sitemap based term propagation
42 Sitemap based score propagation
43 Hyperlink base score propagation: weighted in-link
44 Hyperlink base score propagation: weighted out-link
45 Hyperlink base score propagation: uniform out-link
46 Hyperlink base feature propagation: weighted in-link
47 Hyperlink base feature propagation: weighted out-link
48 Hyperlink base feature propagation: uniform out-link
49 HITS authority
50 HITS hub
51 PageRank
52 HostRank
53 Topical PageRank
54 Topical HITS authority
55 Topical HITS hub
56 Inlink number
57 Outlink number
58 Number of slash in URL
59 Length of URL
60 Number of child page
61 BM25 of extracted title
62 LMIR.ABS of extracted title
63 LMIR.DIR of extracted title
64 LMIR.JM of extracted title

Table 6.3 Learning features of OHSUMED.

ID Feature description

1
∑

qi∈q∩d TF(qi,d) in title

2
∑

qi∈q∩d log (TF(qi,d) + 1) in title

3
∑

qi∈q∩d
TF(qi,d)
LEN(d)

in title

4
∑

qi∈q∩d log
(

TF(qi,d)
LEN(d)

+ 1
)

in title

5
∑

qi∈q∩d log (IDF(qi)) in title

6
∑

qi∈q∩d log (log(IDF(qi))) in title

7
∑

qi∈q∩d log
(

N
TF(qi,C)

+ 1
)

in title

8
∑

qi∈q∩d log
(

TF(qi,d)
LEN(d)

· log (IDF(qi)) + 1
)

in title

9
∑

qi∈q∩d TF(qi,d) · log (IDF(qi)) in title

10
∑

qi∈q∩d log
(

TF(qi,d)
LEN(d)

· N
TF (qi,C)

+ 1
)

in title

11 BM25 of title
12 log(BM25) of title

(Continued)

T.-Y. Liu, “Learning to Rank for Information Retrieval”
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User-based features

Type of Online metric
interaction

Clicks
Click-through rate for (q(n), xi )

Avg. click rank for (q(n), xi )

Time
Avg. dwell time for (q(n), xi )
Avg. time to first click, when this click is on xi
Avg. time to last click, when this click is on xi

Queries
Number of reformulations before/after q(n)

Number of times q(n) is abandoned

Ilya Markov i.markov@uva.nl Information Retrieval 15
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Learning to rank approaches
316 Summary and Outlook

Fig. 8.1 Learning to rank algorithms.

developing research area. There is much other work that has not been

covered, some of which cannot be easily categorized into the three

approaches:

• Ground truth mining [3, 68, 105], which targets automatically

mining ground truth labels for learning to rank, mainly from

click-through logs of search engines.
• Feature engineering [51], which includes feature selection,

dimensionality reduction, and effective feature learning.
• Query-dependent ranking [52, 71], which adopts different

ranking models for different types of queries, based on either

hard query type classification or the soft nearest neighbor

based approach.
• Supervised rank aggregation [80], which learns the ranking

model not to combine features, but to aggregate candidate

ranked lists.

LambdaRank

LambdaMART

T.-Y. Liu, “Learning to Rank for Information Retrieval”
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Pointwise LTR
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Pointwise LTR

Reduces to traditional ML

Input: query-document feature vectors

x
(n)
i = [x

(n)
i1 , x

(n)
i2 , . . . , x

(n)
il ]

Output: relevance labels yi

Objective: learn a model h(x) that correctly predicts labels y

Ilya Markov i.markov@uva.nl Information Retrieval 19
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Regression

Picture taken from https://en.wikipedia.org/wiki/Regression_analysis

Ilya Markov i.markov@uva.nl Information Retrieval 20
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Classification

Picture taken from https://en.wikipedia.org/wiki/Statistical_classification

Ilya Markov i.markov@uva.nl Information Retrieval 21
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Ordinal regression

2.3 Ordinal Regression based Algorithms 253

category k, bk−1 is its lower-bound threshold and ak is its upper-bound

threshold. Accordingly, the constraints become that for documents in

category k, wT x
(i)
j should exceed threshold bk−1 but be smaller than

threshold ak, with certain soft margins (i.e., 1 − ξ
(i)∗
j,k−1 and 1 − ξ

(i)
j,k,

respectively). The corresponding learning process can be expressed as

follows, from which we can see that the margin term
∑K−1

k=0 (ak − bk)

really has the meaning of “margin” (in Figure 2.2, (bk − ak) is exactly

the margin between category k + 1 and category k):

min

K−1∑

k=0

(ak − bk) + C

n∑

i=1

m(i)∑

j=1

K−2∑

k=0

(
ξ
(i)
j,k + ξ

(i)∗
j,k+1

)

s.t. ak ≤ bk ≤ ak+1,

wT x
(i)
j ≤ ak + ξ

(i)
j,k, if y

(i)
j = k,

wT x
(i)
j ≥ bk − ξ

(i)∗
j,k+1, if y

(i)
j = k + 1,

∥w∥2 ≤ 1, ξ
(i)
j,k ≥ 0, ξ

(i)∗
j,k+1 ≥ 0,

j = 1, . . . ,m(i), i = 1, . . . ,n, k = 0, . . . ,K − 2. (2.7)

Ideally in the above methods, one requires bk (k = 0, . . . ,K − 1)

to be in an increasing order, i.e., bk−1 ≤ bk. However, in practice,

since there are no clear constraints on the thresholds in the optimiza-

tion problem, the learning process cannot always guarantee this. To

tackle the problem, Chu and Keerthi [26] proposed adding explicit or

implicit constraints on the thresholds to the optimization problem. The

explicit constraint simply takes the form of bk−1 ≤ bk, while the implicit

constraint uses redundant training examples to guarantee the ordinal

relationship among thresholds.

Fig. 2.2 Sum of margin strategy.

T.-Y. Liu, “Learning to Rank for Information Retrieval”
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Pointwise LTR

Pros

+ Intuitive interpretation of relevance
+ Clear, how to get relevance judgements

Cons

– Has a different optimization objective compared to IR
(e.g., finding a correct class)

Ilya Markov i.markov@uva.nl Information Retrieval 23
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Pairwise LTR

query
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RankNet

Pointwise scoring function f (xi ) with parameters {wk}lk=1

Pairwise ground-truth P ij = I(xi > xj)

Probability of xi > xj is modeled using logistic regression

Pij = P(xi > xj) =
1

1 + e−σ(fi−fj )

Pairwise loss function (cross entropy)

C = −P ij logPij − (1− P ij) log(1− Pij)

= (1− P ij)σ(fi − fj) + log(1 + e−σ(fi−fj ))

RankNet optimizes the total number of pairwise errors

Ilya Markov i.markov@uva.nl Information Retrieval 25
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RankNet (cont’d)

Optimize the cost C

∂C

∂fi
= σ

[
(1− P ij)−

1

1 + eσ(fi−fj )

]
= −∂C

∂fj

Update parameter wk of the function f (xi )

wk ← wk − η
(
∂C

∂fi

∂fi
∂wk

+
∂C

∂fj

∂fj
∂wk

)

Ilya Markov i.markov@uva.nl Information Retrieval 26
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Speeding up RankNet training

Define λij as

λij =
∂C

∂fi
= σ

[
(1− P ij)−

1

1 + eσ(fi−fj )

]

Let I denote the set of pairs of indices {i , j}, for which xi should be
ranked differently from xj for a given query q

I = {i , j | xi > xj}
Sum all contributions to update parameter wk

δwk = −η
∑

{i,j}∈I

(
λij

∂fi
∂wk

− λij
∂fj
∂wk

)

= −η
∑

i


 ∑

j :{i,j}∈I

λij
∂fi
∂wk

−
∑

j :{j,i}∈I

λji
∂fi
∂wk




= −η
∑

i

λi
∂fi
∂wk

Ilya Markov i.markov@uva.nl Information Retrieval 27
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Interpreting λ’s

λi =
∑

j :{i ,j}∈I
λij −

∑

j :{j ,i}∈I
λji

λi is a sum of “forces” applied to document xi shown for
query q

All documents xj , that should be ranked below xi , push it up
with the force λij

All documents xj , that should be ranked above xi , push it
down with the force λji

Ilya Markov i.markov@uva.nl Information Retrieval 28
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Pairwise LTR

Pros

+ Easy to get preference judgements
+ Comes closer to optimizing the ranking

Cons

– Still does not optimize the whole ranking
– Higher computational complexity compared to pointwise LTR

Ilya Markov i.markov@uva.nl Information Retrieval 29
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Listwise LTR
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From RankNet to LambdaRankFrom RankNet to LambdaRank to LambdaMART: An Overview 7

Fig. 1 A set of urls ordered for a given query using a binary relevance measure. The light gray
bars represent urls that are not relevant to the query, while the dark blue bars represent urls that are
relevant to the query. Left: the total number of pairwise errors is thirteen. Right: by moving the top
url down three rank levels, and the bottom relevant url up five, the total number of pairwise errors
has been reduced to eleven. However for IR measures like NDCG and ERR that emphasize the top
few results, this is not what we want. The (black) arrows on the left denote the RankNet gradients
(which increase with the number of pairwise errors), whereas what we’d really like are the (red)
arrows on the right.

4 LambdaRank

Although RankNet can be made to work quite well with the above measures by
simply using the measure as a stopping criterion on a validation set, we can do
better. RankNet is optimizing for (a smooth, convex approximation to) the number
of pairwise errors, which is fine if that is the desired cost, but it does not match well
with some other information retrieval measures. Figure 1 is a schematic depicting
the problem. The idea of writing down the desired gradients directly (shown as
arrows in the Figure), rather than deriving them from a cost, is one of the ideas
underlying LambdaRank [4]: it allows us to bypass the difficulties introduced by
the sort in most IR measures. Note that this does not mean that the gradients are not
gradients of a cost. In this section, for concreteness we assume that we are designing
a model to learn NDCG.

The black arrows denote the RankNet gradients (which increase
with the number of pairwise errors)

RankNet cost decreases from 13 on the left to 11 on the right

The actual ranking gets worse

The red arrows is what we would actually like to see
C. Burges, “From RankNet to LambdaRank to LambdaMART: An Overview”
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LambdaRank

λij in RankNet

λij = σ

[
(1− P ij)−

1

1 + eσ(fi−fj )

]

λij in LambdaRank

λij =
−σ

1 + eσ(fi−fj )
|∆NDCG |

|∆NDCG | = NDCG (orig. ranking)− NDCG (xi and xj are swapped)

LambdaRank directly uses the ranking to compute gradients
(i.e., λij ’s) instead of computing and optimizing a cost function

Ilya Markov i.markov@uva.nl Information Retrieval 32
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LambdaRank (cont’d)

Proceed similarly to RankNet:

Sum all λij ’s for document xi and query q

λi =
∑

j :{i ,j}∈I
λij −

∑

j :{j ,i}∈I
λji

Update parameter wk of the function f (xi )

wk ← wk − η
∑

i

λi
∂fi
∂wk

Ilya Markov i.markov@uva.nl Information Retrieval 33
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LambdaMART

Multiple Additive Regression Trees (MART)

MART does not need a cost function but gradients

Adopts gradients (λij ’s) from LambdaRank

Hence the name: Lambda + MART

Ilya Markov i.markov@uva.nl Information Retrieval 34
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Listwise LTR

Pros

+ Directly optimizes the whole ranking

Cons

– Needs many judgements
– High computational complexity
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LEarning TO Rank datasets (LETOR)

Query-document pairs – precomputed feature vectors

Relevance judgements

http://research.microsoft.com/en-us/um/beijing/projects/letor/

Ilya Markov i.markov@uva.nl Information Retrieval 37
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Historical LTR datasets

TREC 2003, 2004 Web IR track

“Gov” corpus with 1, 053, 110 pages

Tasks
TD – topic distillation
HP – homepage finding
NP – named page finding

288 Benchmarking Learning-to-Rank Algorithms

6.1.1 Document Corpora

Two document corpora together with seven query sets were used in the

LETOR collection.

6.1.1.1 The “Gov” corpus and six query sets

In TREC 2003 and 2004, a special track for Web IR, named the Web

track,4 was organized. The track used the “Gov” corpus, which is based

on a January, 2002 crawl of the “Gov” domain. There are in total

1,053,110 html documents in this corpus.

Three search tasks were designed in the Web track: topic distillation

(TD), homepage finding (HP), and named page finding (NP). TD aims

to find a list of entry points for good websites principally devoted to

the topic. HP aims at returning the homepage of the query. NP aims to

return the page whose name is exactly identical to the query. Generally

speaking, there is only one answer for HP and NP. The numbers of

queries in these three tasks are shown in Table 6.1.

Due to the large scale of the corpus, it is not feasible to check every

document and judge whether it is relevant to a given query. Therefore,

the pooling strategy as introduced in Section 1 was used [35].

Many research papers [97, 101, 131, 133] have been published using

the three tasks on the “Gov” corpus as their experimental platform.

6.1.1.2 The OHSUMED corpus

The OHSUMED corpus [64] is a subset of MEDLINE, a database

on medical publications. It consists of 348,566 records (out of over

7 million) from 270 medical journals during the years of 1987–1991.

Table 6.1 Number of queries in TREC web track.

Task TREC2003 TREC2004

Topic distillation 50 75

Homepage finding 150 75

Named page finding 150 75

4 http://trec.nist.gov/tracks.html.

Figure: Number of queries
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mine the best mapping from the ground truth label to real numbers in

order to use the Luce model, and to determine the optimal number of

iterations in the gradient descent process. For AdaRank, MAP was set

as the IR evaluation measure to be optimized, and the validation set

was used to determine the number of iterations. For SVMmap [136], the

publicly available tool SVMmap was employed,8 and the validation set

was used to determine the parameter C in its loss function.

The ranking performances of the aforementioned algorithms are

listed in Tables 6.5–6.11. According to these experimental results,

we find that listwise ranking algorithms perform very well on most

datasets. Among the three listwise ranking algorithms, ListNet seems

Table 6.5 Results on TD2003.

Algorithm N@1 N@3 N@10 P@1 P@3 P@10 MAP

Regression 0.320 0.307 0.326 0.320 0.260 0.178 0.241
RankSVM 0.320 0.344 0.346 0.320 0.293 0.188 0.263
RankBoost 0.280 0.325 0.312 0.280 0.280 0.170 0.227
FRank 0.300 0.267 0.269 0.300 0.233 0.152 0.203
ListNet 0.400 0.337 0.348 0.400 0.293 0.200 0.275
AdaRank 0.260 0.307 0.306 0.260 0.260 0.158 0.228
SVMmap 0.320 0.320 0.328 0.320 0.253 0.170 0.245

Table 6.6 Results on TD2004.

Algorithm N@1 N@3 N@10 P@1 P@3 P@10 MAP

Regression 0.360 0.335 0.303 0.360 0.333 0.249 0.208
RankSVM 0.413 0.347 0.307 0.413 0.347 0.252 0.224
RankBoost 0.507 0.430 0.350 0.507 0.427 0.275 0.261
FRank 0.493 0.388 0.333 0.493 0.378 0.262 0.239
ListNet 0.360 0.357 0.317 0.360 0.360 0.256 0.223
AdaRank 0.413 0.376 0.328 0.413 0.369 0.249 0.219
SVMmap 0.293 0.304 0.291 0.293 0.302 0.247 0.205

Table 6.7 Results on NP2003.

Algorithm N@1 N@3 N@10 P@1 P@3 P@10 MAP

Regression 0.447 0.614 0.665 0.447 0.220 0.081 0.564
RankSVM 0.580 0.765 0.800 0.580 0.271 0.092 0.696
RankBoost 0.600 0.764 0.807 0.600 0.269 0.094 0.707
FRank 0.540 0.726 0.776 0.540 0.253 0.090 0.664
ListNet 0.567 0.758 0.801 0.567 0.267 0.092 0.690
AdaRank 0.580 0.729 0.764 0.580 0.251 0.086 0.678
SVMmap 0.560 0.767 0.798 0.560 0.269 0.089 0.687

8 http://svmrank.yisongyue.com/svmmap.php
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Table 6.8 Results on NP2004.

Algorithm N@1 N@3 N@10 P@1 P@3 P@10 MAP

Regression 0.373 0.555 0.653 0.373 0.200 0.082 0.514

RankSVM 0.507 0.750 0.806 0.507 0.262 0.093 0.659

RankBoost 0.427 0.627 0.691 0.427 0.231 0.088 0.564

FRank 0.480 0.643 0.729 0.480 0.236 0.093 0.601

ListNet 0.533 0.759 0.812 0.533 0.267 0.094 0.672
AdaRank 0.480 0.698 0.749 0.480 0.244 0.088 0.622

SVMmap 0.520 0.749 0.808 0.520 0.267 0.096 0.662

Table 6.9 Results on HP2003.

Algorithm N@1 N@3 N@10 P@1 P@3 P@10 MAP

Regression 0.420 0.510 0.594 0.420 0.211 0.088 0.497

RankSVM 0.693 0.775 0.807 0.693 0.309 0.104 0.741

RankBoost 0.667 0.792 0.817 0.667 0.311 0.105 0.733

FRank 0.653 0.743 0.797 0.653 0.289 0.106 0.710

ListNet 0.720 0.813 0.837 0.720 0.320 0.106 0.766

AdaRank 0.733 0.805 0.838 0.733 0.309 0.106 0.771

SVMmap 0.713 0.779 0.799 0.713 0.309 0.100 0.742

Table 6.10 Results on HP2004.

Algorithm N@1 N@3 N@10 P@1 P@3 P@10 MAP

Regression 0.387 0.575 0.646 0.387 0.213 0.08 0.526

RankSVM 0.573 0.715 0.768 0.573 0.267 0.096 0.668

RankBoost 0.507 0.699 0.743 0.507 0.253 0.092 0.625
FRank 0.600 0.729 0.761 0.600 0.262 0.089 0.682

ListNet 0.600 0.721 0.784 0.600 0.271 0.098 0.690

AdaRank 0.613 0.816 0.832 0.613 0.298 0.094 0.722

SVMmap 0.627 0.754 0.806 0.627 0.280 0.096 0.718

Table 6.11 Results on OHSUMED.

Algorithm N@1 N@3 N@10 P@1 P@3 P@10 MAP

Regression 0.446 0.443 0.411 0.597 0.577 0.466 0.422

RankSVM 0.496 0.421 0.414 0.597 0.543 0.486 0.433

RankBoost 0.463 0.456 0.430 0.558 0.561 0.497 0.441

FRank 0.530 0.481 0.443 0.643 0.593 0.501 0.444

ListNet 0.533 0.473 0.441 0.652 0.602 0.497 0.446

AdaRank 0.539 0.468 0.442 0.634 0.590 0.497 0.449

SVMmap 0.523 0.466 0.432 0.643 0.580 0.491 0.445

to be better than the others. AdaRank and SVMmap obtain similar per-

formances. Pairwise ranking algorithms obtain good ranking accuracy

on some (although not all) datasets. For example, RankBoost offers the

best performance on TD2004 and NP2003; Ranking SVM shows very
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Listwise ranking algorithms perform very well on most datasets

ListNet seems to be better than the others

Pairwise ranking algorithms obtain good ranking accuracy on
some (although not all) datasets

Linear regression performs worse than the pairwise and listwise
ranking algorithms
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Learning to rank summary

Features

Content-based
Link-based
User-based

Approaches

Pointwise (regression, classification, ordinal regression)
Pairwise (RankNet)
Listwise (LambdaRank, LambdaMART)
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